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Abstract

Current crawler-based search engines usually return a
long list of search results containing a lot of noise docu-
ments. By indexing collected documents on topic path in
taxonomy, taxonomy-based search engines can improve the
search result qualities. However, the searches are limited to
the locally compiled databases. In this paper, we propose
an adaptive web search method to improve the search result
qualities enabling the users to search in many databases
existing in the web space. The method has a characteris-
tic that combines the taxonomy-based search engines and
a machine learning technique. More specifically, we con-
struct a rule-based classifier using pre-classified documents
provided by a taxonomy-based search engine based on a se-
lected context category on its taxonomy, and then use it to
modify the user query. The resulting modified query will be
sent to the crawler-based search engines and the returned
results will be presented to the user. We evaluate the effec-
tiveness of our method by showing that the returned results
from the modified query almost contain documents that will
be categorized into the selected context category.

1. Introduction

It is well-known that the crawler-based search engines
have a good coverage of the web. It is because they crawl
web pages automatically with only a bit of human inter-
vention. However, since the engines store each crawled
page/document as a bunch of keywords – no topic orga-
nization of the pages is made, they typically only sup-
port keyword-based search, which makes the returned re-
sults generally contain a lot of noise documents. On the
other hand, taxonomy (directory)-based search engines like
Open Directory Project/ODP (http://dmoz.org) have good
precision of the search results. It is because they manage
web pages by using taxonomy. Pages with similar topics
are (logically) stored/grouped in the same category, which
makes the user easily find the information sought. How-

ever, since the classification is done manually, the engines
can only cover a small fraction of the web.

There are many attempts to classify the web content au-
tomatically into a taxonomy [2] [4]. The main goal of those
systems is to deal with the exponential growth in the vol-
ume of the online text databases. They start with a small
sample of corpus that is classified by hand to build a hierar-
chical classifier. At run time, each web page retrieved will
be classified automatically by the classifier into an appro-
priate category. However, this approach has the following
disadvantages.

� It is very hard to build a good and large hierarchical
classifier that can deal with a wide variety of topics
like ODP.

� Most of the classifiers cannot deal with modification
of category hierarchies, for instance deletion and addi-
tion of category nodes and their associated documents,
which is important in the dynamic web environment.

In this paper, we propose an adaptive web search method
combining existing taxonomy-based search engines and a
machine learning technique. More specifically, we modify
the user query by using a rule-based classifier constructed
from a document collection provided by a taxonomy-based
search engine and send the modified query to the crawler-
based search engines. The query is modified such that the
results returned by the crawler-based search engines will
almost contain documents that will be categorized into a
selected category on the taxonomy of the taxonomy-based
search engine. The modification process is adaptive – the
classifier constructed is different depending on both the se-
lected category and the query given by the user. The most
important characteristic of our method is that it can be ap-
plied to the query-based search of any databases compiled
independently from the given taxonomy as long as they sup-
port Boolean search.

The paper is organized as follows. Section 2 elaborates
our motivation. Section 3 describes the proposed method.
Section 4 presents the experiments and results. Section 5



reviews related work. Section 6 gives our conclusions and
suggests future work.

2. Motivation

One of the main reasons why the crawler-based search
engines generally return results containing a lot of noise
documents is the ambiguity of terms used in the user
query. This ambiguity originates from the use of very short
queries, which is usual in the web environment [6]. By al-
lowing the user to select an appropriate category in a taxon-
omy besides providing search terms, the taxonomy-based
search engines can solve the search term ambiguity prob-
lem. It is because the searches can now be restricted to doc-
uments in the specified category. However, the searches can
only be done against the manually compiled local databases,
and cannot be expected to give many useful results.

The idea here is instead of providing the search results
from the taxonomy-based search engine directly to the user,
it is better to get some useful keywords first by ”learning”
the search results, then use the keywords to modify the user
query and finally send the modified query to the crawler-
based search engines.

3. Proposed method

Our challenge is to make the best of the existing
taxonomy-based search engines to facilitate web searches.
One way to do this is to extract some useful information
from the taxonomy-based search engines and use the infor-
mation to enrich the user query. Another challenge is to pre-
serve the enriched user query so that it is still in a Boolean
form. By doing this, we can get many useful information
from many search engines available in the web space since
they typically support Boolean query.

In this paper, we assume that a crawler-based search
engine and a taxonomy-based search engine are available
and they can process queries in a Boolean form. We fur-
ther assume that the taxonomy-based search engine allows
search based on all categories existing in the taxonomy and
provides additional information about the category of each
matched document. (Most of major taxonomy-based search
engines support this.)

3.1. Query formulation and context category selec-
tion

The query formulation process is the same as the search
process that is usually used in taxonomy-based search en-
gines. To find relevant information, first the user navigates
the taxonomy provided by a taxonomy-based search en-
gine. After the user has found a category related to the topic

sought, he/she then constructs a keyword-based query 1 that
will be sent to the engine. We call the category selected by
the user as a context category. The user may choose the
context category after browsing some documents under the
category or seeing the category description.

3.2. Separation of relevant and non-relevant docu-
ments

The system sends the given query condition to the
taxonomy-based search engine without specifying a specific
category. After the system receives the query results from
the engine, it separates the relevant and non-relevant docu-
ments based on the context category as follows.

� Documents that are classified into the context cate-
gory (and subcategories under the context category) 2

are considered to be relevant to the user query. This
conforms to the method used by the taxonomy-based
search engines to catch the user intent.

� Otherwise they are considered to be non-relevant to the
query.

Based on this procedure, a relevant document is a docu-
ment that matches the user query condition and is classified
into the context category.

3.3. Query modification and execution

After the relevant and non-relevant documents have been
found, next the system modifies the user query and sends it
to the crawler-based search engines. In this work, we use a
rule-based classifier to modify a Boolean query. First, we
construct a classifier for two new categories: relevant and
non-relevant categories. The relevant category is a cate-
gory for the relevant documents while the non-relevant cat-
egory is for the non-relevant documents. The classifier is
constructed by setting the relevant and non-relevant docu-
ments as positive and negative examples, respectively. The
resulting classifier is a set of rules in the form of �����
where � is a conjunction of terms and � is Relevant or Non-
relevant category. Construction of such rule-based classi-
fiers has been intensively studied in the area of machine
learning [3] [1]. In our experiment explained in Section 4,
we use RIPPER [3] for constructing the classifier.

Next we modify the initial user query � with the rule set
for the relevant category as follows.

1. Let ���
	������������������� be the rule set for the relevant
category, where ����������������� ��!#"%$�& . Note that ��� is
a conjunction of terms.

1Most of search engines treat the given terms as a term conjunction,
and thus we assume this is a Boolean query.

2In the remaining part, we refer to the context category and its descen-
dant subcategories just as the ”context category”.
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2. Let ��� be �  OR ����� OR ��� .

3. Finally, we modify � by AND-ing it with ��� , that is, �
AND ��� is the query condition of the modified query.

It is important to note that, our method dynamically con-
structs the classifier used to modify the user query. It is be-
cause the classifier is constructed based on documents that
match the query where the documents should be different
from query to query. This characteristic is important be-
cause each query usually has different meaning even for the
same context category.

The classifier is used to tell whether a document that
matches the initial query condition will be classified to the
context category. In other words, we use the classifier to
eliminate the term ambiguity problem that may occur when
conducting a search in the crawler-based search engines.
Hence, by ”sending” the classifier with the initial query to
the crawler-based search engine (i.e., transforming it to a
Boolean condition and modifying the initial query), it seems
that the returned results from the search engine will almost
contain documents that are related to the user intent.

4. Experiments and results

To evaluate the effectiveness of the proposed method, we
compare the precision and recall of the modified query with
those of the initial query. However, in order to calculate
the precision and recall, we have to know the ”true” answer
of each query with respect to the selected context category.
One way to do this is to check whether each document re-
turned by the crawler-based search engine is relevant or not

to the query. However, this approach requires too much ef-
fort since the returned result size is usually very large.

4.1. Experiment 1

To make relevance judgment easy, we simulate the
crawler-based search engine with a taxonomy-based one.
This can be done by having the search carried out against
documents in all categories of the taxonomy-based search
engine. That is, the search is not done against a particular
category as usual. The ”true” answer of a query from the
simulated crawler-based search engine is the subset of docu-
ments that match the query condition and that are classified
into the query’s context category. (Note that the returned
documents are associated with their categories.)

The detail of Experiment 1 is shown in Figure 1. The
taxonomy-based search engine has two functions: it is used
to catch the user intent by the proposed method and used as
the simulated crawler-based search engine. The flow of the
experiment is as follows. First, we define an initial query
and select an appropriate context category for the query
from the taxonomy. After the query is submitted to the
taxonomy-based search engine without specifying a specific
category, we get the initial query result set. The result set
is then divided into training set and test set ( & ����& ), which
in turn are divided into relevant and non-relevant document
sets based on the selected context category. The relevant
and non-relevant documents in the training set are used to
construct the classifier, which in turn is used to modify the
initial query. The resulting modified query is then sent to
the simulated crawler-based search engine (in this case the
taxonomy-based search engine itself) and the precision and
recall of the returned results are calculated based on & ����& .



Table 1. Queries and their context categories.

oil product for 
health

/Shopping/Health/Beauty/c4.2'/Shopping/c4.2

oil product in 
industries

/Business/Industries/Energy/Oil_and_Gas/c4.1'
/Business/Industri
es/

c4.1q4:oil 
AND 

product

apple cooking/Home/Cooking/Fruits_and_Vegetables/c3.2'/Home/Cooking/c3.2

Apple computer/Computers/Systems/Apple/c3.1'/Computers/c3.1
q3:apple
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The precision and recall of the modified query is calcu-
lated as follows. Let � � � be a set of documents included in
the result set of the modified query and in & ����& . Let � � �������
be the set of relevant documents in � � � , namely, documents
that meet the initial query condition and are classified into
the context category. Similarly, let & ����& ����� be the set of rel-
evant documents in & ����& . In this experiment, & ����& ����� is the
”true” answer of the initial query because it is a relevant
document set and it is not involved in constructing classi-
fier of the proposed method. We calculate the precision and
recall of the modified query using the following equation.

� �����
	 ��	��$ �
� � � ������� �� � � � � ��������"#� � �

� � � ������� �� & ����& ����� �

Note that the recall of the initial query is always 1, while
the precision is

� & ����& ����� � ��� & ����& � .
We conduct the evaluation process with 3-fold cross

validation and use Open Directory Project/ODP as the
taxonomy-based search engine. The search results from
ODP are lists of site entries, each of which consists of a
title, description, address and category name. In the experi-
ments, each site entry is regarded as a document.

There are 4 queries with 16 different meanings used in
the experiment. We select two context categories for each
query such that the meaning of the query at each context
category is different. For example, the meaning of query
”apple” at context category ”/Computers/” is completely
different from the same query at different context category
”/Home/ Cooking/”. We also do evaluation when the con-
text categories are shifted to narrower concepts (i.e., shift-
ing them to subcategories). By shifting the context category

of each query to a narrower one, we can shift the meaning of
the query to a more specific topic. It is because the meaning
of the query depends on its context category. For example,
the meaning of query ”apple” at context category ”/Com-
puters/” is to find pages related to Apple computers such as
companies, hardware, software etc., while the meaning of
the query at context category ”/Computers/System/Apple/”
is to find pages specially related to Apple computer system
3.

Table 1 shows the queries and their basic meanings at
the selected context categories. Figures 3 through 6 show
the experiment results. Prefix I and M denote the initial
query and modified query, respectively. The recall of the
initial query is omitted, because it is always 1. As can be
seen, at broad context categories our proposed method can
significantly increase the precision of the initial query with
a low decrease in recall. At narrow context categories, the
increase of the precision is slightly change but the decrease
of recall is somewhat larger.

The performance at the broad context categories is bet-
ter than that at narrow context categories because the more
specific the context categories are, the harder for the clas-
sifiers to recognize documents belonging to the categories.
This is also true in a real world situation. For example, it
is generally easier to decide whether a document belongs to
category ”/Health/” or ”/Art/” rather than to decide whether
a document belongs to category ”/Health/Medicine/” or
”/Health/Pharmacy/” assuming the document has been clas-
sified into the ”/Health/” category.

3We can derive the meaning of the query from category description
provided by the taxonomy-based search engine.
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Figure 3. Precision at broad
context categories.
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Figure 4. Recall at broad con-
text categories.
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Figure 5. Precision at narrow
context categories.
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Figure 6. Recall at narrow
context categories.
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Figure 7. Precision at North-
ernlight.
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Figure 8. Recall at Northern-
light.

4.2. Experiment 2

We use a real crawler-based search engine in this ex-
periment. To make relevance judgment easy, the (ini-
tial/modified) query is sent to a crawler-based search engine
that clusters its search results. Then, we identify clusters
whose documents will most likely be classified into the se-
lected context category and treat documents in the clusters
as the ”true” answer for the query. We denote the selected
and remaining clusters as relevant and non-relevant clus-
ters, respectively. The relevant clusters are picked by in-
specting the cluster names and several documents existing
in the clusters. However, since it is difficult to match the
clusters with a context category having a very specific topic,
we only take broad categories as the context categories in
the experiment. (Note that queries used in the experiment
are the same as those of Experiment 1.)

Figure 2 shows the flow of Experiment 2. As shown
in the figure, we reuse the modified queries derived from
Experiment 1. Let 	 $ 	 & ����� � 	 $ 	 & ������� be a set of docu-
ments from relevant clusters (non-relevant clusters) and let
� ��� ����� � � ��� ������� be a set of documents from the modified

query results that are in 	 $ 	 & ����� � 	 $ 	 & ������� . Note that, since
we modified the initial query by AND-ing it with a Boolean
condition, the returned results of the modified query should
be a subset of those of the initial query. The recall and pre-
cision of the modified query is shown below.

� �����
	 ��	��$ �
� � ��� ����� �� � ��� ����� �	� � � ��� ����� � ��������"#� � �

� � ��� ����� �� 	 $ 	 & ����� � �

Similar to Experiment 1, the recall of the initial query is
always 1 and the precision is shown below.

� �����
	 ��	��$ �
� 	 $ 	 & ����� �� 	 $ 	 & ����� �
� � 	 $ 	 & ����� � �

We use Northern Light (http://www.northernlight.com/)
as the crawler-based search engine since it clusters its
search results and supports Boolean query. Note that it
is only for evaluation purpose, that is, our method can
be applied to any crawler-based search engines supporting
Boolean search.

As can be seen, the precision and recall of the modified
queries are slightly larger than those of Experiment 1 (Fig-
ures 3 and 4) but in general they show the same trend.



4.3. Summary

From the experiments, it is clear that our method can re-
trieve documents based on a selected context category with
high precision regardless of the context category position
in the taxonomy, while the recall change depending on the
position. This indicates that our method is suitable for the
searches in the web space that require high precision.

5. Related work

The most closely related to our work is the Inquirus 2
[5]. They proposed an automated method for learning query
modifications to locate pages within specified categories us-
ing web search engines. Our work is different from theirs
in that we use the existing taxonomy to catch the user in-
tent. By using the existing taxonomy, we can make best of
it as a useful information source. On the other hand, they
use flat categories that they have to construct and provide
to users. Another difference is that their query modification
is static, while ours changes dynamically depending on the
query provided by the user.

Another related work is WebSifter II, a semantic
taxonomy-based personalizable meta-search engine agent
system [7]. The system captures the user intent by hav-
ing users create personalized taxonomies expressing their
queries via the proposed Weighted Semantic-Taxonomy
Tree. The taxonomies are then transformed into Boolean
queries processed by existing search engines. Although the
system uses taxonomy, it does not employ classifiers. In
addition, the system needs a new taxonomy for each query
intent.

6. Conclusions and future work

We have proposed an adaptive web search method com-
bining existing taxonomy-based search engines and a ma-
chine learning technique. The method is able to adaptively
modify the user query based on a selected context category
from taxonomy provided by the taxonomy-based search en-
gines. The modification is done so that the results returned
by the crawler-based search engines may contain many doc-
uments that will be categorized into the selected context cat-
egory. This enables the user to freely shift the broadness of
his/her intent topics just by selecting an appropriate cate-
gory from the taxonomy.

Our method is adaptive in that the classifier constructed
to modify the query is different depending on both the se-
lected category and the query given by the user. In other
words, our method dynamically constructs a small classi-
fier corresponding to a small part of the taxonomy that is
related to the current user query. Moreover, since the mod-
ified query is still in a Boolean form, our method can be

applied to any databases supporting Boolean search. This
characteristic is very important because we can get more
relevant information not only from the crawler-based search
engines but also from many legacy databases or hidden web
(i.e. the web that cannot be indexed by crawlers) that actu-
ally occupy a large portion of the web.

We are going to do detailed evaluation of the perfor-
mance (response time) of the proposed method. The re-
sponse time is the time between issuing the initial query
and modifying the query. In the experiment, most of the
time is occupied by the time to collect the positive and
negative examples from the taxonomy-based search engine.
(Note that the time needed to build the classifier in only a
few seconds.) It is because the taxonomy-based search en-
gine does not present the resulting documents in one page
at a time, so that we have to fetch them by sending sev-
eral HTTP requests. We can decrease the time by sending
the requests concurrently using multi-thread process. Fur-
thermore, since the documents are only used to build the
classifier (not presented to the user), we can stop sending
the requests after we get enough examples to build the clas-
sifier.
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